UNIVERSITY OF AMSTERDAM

Semantic Entity Retrieval Toolkit

Christophe Van Gysel, Maarten de Rijke, Evangelos Kanoulas




UNIVERSITY OF AMSTERDAM

Entity Retrieval

¥ Unsupervised ad-hoc ranking of entities.

¥ Every entity Is characterised by multiple
documents and thus there Is lots of textual
content per entity.

¥ Glven a textual query, return a ranking of entities.

¥ More general: Neural Vector Space models for IR
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Expert finding

¥ The task of finding the right person with the appropriate
skills and knowledge w.r.t. a topic.

¥ For example, an area chair looking for reviewers.

¥ Document collections where documents are
associated with one or more experts.

¥ Given a textual topic (e.g., Olnformation RetrievalO),
rank experts in descending order of expertise.
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Semantic Expertise Retrieval [WWW’16]
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Semantic Expertise Retrieval [WWW’16]

Donec odio dui, condimentum ac sapien sit amet, placerat aliquet magna. Sed pharetra justo ac ultricies rutrum. Phasellus
tristique, orci nec porta efficitur, nulla lacus vestibulum nibh, vulputate vehicula velit ex sit amet lacus. Cras dapibus purus
facilisis tristique tempus. Nam dictum guam mauris, ut tempus turpis placerat ut. Proin bibendum pretium lacus. Aenean
faucibus sit amet nisi nec venenatis. Pellentesque habitant morbi tristique senectus et netus et malesuada fames ac turpis

egestas.
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Product search

¥ Rank e-commerce products w.r.t. a textual query
based on unstructured text (description + reviews).

¥ Different from expert finding, as there are more
retrievable objects (60k vs ~1k).

¥ Particularly expensive during training.

¥ Switch to vector space formulation, and rely on k-NN
algorithms.
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Learning product vector spaces [CIKM'16]
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Learning product vector spaces [CIKM'16]
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Learning product vector spaces [CIKM'16]

UTG Multi-functional Tactical Messenger Bag
by UTG
Yryrwxyr - 1,572 customer reviews | 148 answered guestions

A roomy main drawstring-closed compartment provides generous and
secure storage space for your gear in this multi-functional Tactical
Messenger. With a front pocket for quick access, an interior pocket for
convenient, separated storage, and a concealed back pocket with
zipper closure to protect your most essential small firearms or
accessories, this is the only bag you need. It also has a fully
adjustable, padded and ergonomic shoulder strap for comfortable

carrying.

A A A A A

YU Y0370 7 Tactical Diaper bag and more!

By Sharpshooter8x19 on February 8, 2010

Verified Purchase

| love this bag! It's made very well (On par with the maxpedition bags | compared it ta), holds a
surprising amount of gear, is set up perfectly for a Daddy's "Tactical Diaper gearslinger," and can
turn around and be used as a "Man-bag" holster/EDC (Every-day carry) bag, and all around zombie
apocalypse gear hauler!
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Learning product vector spaces [CIKI\/I 16]

Objective

N-grams that are
part of the textual
representation
should be
projected close to
the product, while
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The toolkit

¥ Modular design: separation of pre-processing, training
and guerying.

¥ Contains implementations of the two models presented
before (1 Python class per model).

¥ Easy to extend and great for prototyping.

Text processing Repr. learning Inference
. —
(prepare) (train) (query)
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The toolkit: prepare

¥ Vocabulary construction with word filtering.
¥ Documents represented as sequence of token ids.
¥ Multiple ways to configure token id extraction.

¥ Pairs of word sequences can be re-weighted or re-
sampled.
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The toolkit: train
¥ Apply any of the implemented models.

¥ Extending or implementing new models is easy.

¥ Separation of text processing and modelling allows
researchers to focus on a single component only.
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The toolkit: query

¥ Rank entities w.r.t. a textual query.

¥ Ranking implementation depends on the model
Interface: brute-force or efficient k-NN using specialised
data structures.

¥ Compatible with TREC Eval.

¥ Supports extraction of learned parameters for
processing in down-stream tasks.
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Coming soon to a GPU near you: cuNVSM

¥ SERT uses existing ML toolkit; however, toolkits
typically do not make optimal use of GPU memory.

¥ Custom C++/CUDA implementation of Neural Vector
Spaces that will be released as part of our paper
Qleural Vector Spaces for Unsupervised Information
RetrievalO.

¥ OIf a byte moves in GPU memory, | know about it.O

¥ Effortlessly train models on 2 million documents.
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Conclusions & outlook

¥ SERT is a simple toolkit that provides an IROish wrapper
around ML libraries.

¥ Great for prototyping and fast research. Oldea-to-
ImplementationO is typically less than 1 hour.

¥ However, the ease of use comes at the cost of reduced
training performance. Specialised implementations are
needed (I.e., cuNVSM that will be released soon).
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Thank you!

Christophe Van Gysel Maarten de Rijke Evangelos Kanoulas
@cvangysel @mdr @ekanou
Slides: http://chri.stophr.be

Code: qgithub.com/cvanqysel/SERT
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